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von Neumann’s debiasing scheme
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Bitonic sorters / sorting networks
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Skip lists
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Dancing links
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Timer wheels
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Interval trees
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Space-filling curves and spatial indexing
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Dynamic perfect hashing / y-fast tries
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CityHash / SpookyHash
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Fragment reassembly

FIXME

CS4803UWS at the Georgia Institute of Technology Algorithms Worth Knowing



VLHU
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Mersenne Twister
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Levenshtein automata / Burkhard-Keller trees
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Cuckoo hashing
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FunnelSort / FunnelHeap
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Bloom filters
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Loop detection (Floyd/Gosper, Nivasch)
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PATRICIA (compact prefix) tries
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Level compressed tries (LC-TRIE)
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String searching I (Boyer-Moore-Galil)
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String searching II (Aho-Corasick)
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String searching III (Wu-Manber, Set Horspool, BNDM)
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String searching IV (Volnitsky)
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Parallel merge sort
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Large matrices (Strassen, Coppersmith-Winograd)
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Hack on!

“The experiences of various groups who work on problem solving, theorem
proving and pattern recognition all seem to point in the same direction:
These problems are tough. There does not seem to be a royal road or a
simple method which at one stroke will solve all our problems. My
discussion of ultimate limitations on the speed and amount of data
processing may be summarized like this: Problems involving vast numbers
of possibilities will not be solved by sheer data processing quantity. We
must look for quality, for refinements, for tricks, for every ingenuity that
we can think of. Computers faster than those of today will be a great help.
We will need them. However, when we are concerned with problems in
principle, present day computers are about as fast as they ever will be.

We may expect that the technology of data processing will proceed step by
step—just as ordinary technology has done. There is an unlimited
challenge for ingenuity applied to specific problems.”

—Hans-Joachim Bremermann,
“Optimization through evolution and recombination” (1962).
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